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Abstract 

 
The cutting edge of technology management goes beyond basic research and development (R&D) expenditures. Increasingly, 
corporate strategists are making a more precise distinction between technology and technology management. The main 
purpose of this study was to investigate technology strategies in widespread use in technology intensive industries and to 
explore their relationship to company performance. A non-probability, judgment sample of companies listed on the 
Johannesburg Stock Exchange (JSE) were taken. The study makes a contribution to the field of strategic management 
research by integrating the dimensions of several previous studies, to derive a more comprehensive taxonomy of technology 
strategy archetypes. Two distinct technology factors obtained with the analysis were proved to positively influence the company 
performance dimensions and were classified as Product Development Intensity and Technology Focus factors. The results 
show that strategy choices can significantly affect company performance. It thereby indicates which of the underlying 
dimensions have the strongest relationship with company performance. From an industry perspective, the greatest significance 
of these findings may be that they accentuate the importance of technology policy in strategic management. The substantial 
differences in performance associated with the dimensions do not necessarily indicate that a given company should choose a 
particular technology strategy, but rather indicates that technology policy decisions may have a substantial leverage on a 
company’s performance and should be analysed and exercised with care and deliberation. 
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1. Introduction 
 
All attempts to understand the effects of technological progress on economic growth, pay homage to Joseph Schumpeter 
(1961), an Austrian economist remembered for his views on the “creative destruction” associated with industrial cycles. 
Arguably, the most radical economist of the 20th century, Schumpeter was the first to challenge classical economics as it 
sought to optimise existing resources within a stable environment—treating any disruption as an external force on par 
with plagues, politics and the weather. As Schumpeter saw it, a normal, healthy economy was not one in equilibrium but 
one that was constantly being “disrupted” by technological innovation (Reisman, 2008; Schumpeter, 1961). 

International business literature suggests that companies develop competitive advantages in order to ensure 
success in current markets (Hamel & Prahalad, 2006; Levitt, 1983; Ohmae, 1989; Panagiotou, 2007). Such advantages 
tend to be monopolistic assets, either tangible or intangible (Clemens, 2006), such as new technology, patented products, 
product development capability and marketing skills. In a dynamic global market, companies that generate competitive 
advantages by effectively integrating research and development, production and marketing activities, tend to ultimately 
succeed (Pérez-Luñoa et al., 2011). 

In coming years, the widely acknowledged importance of technology will grow, increasing the wager executives 
must place on their companies’ ability to compete through technology (Shoham & Fiegenbaum, 2002). The cutting edge 
of technology management, however, goes beyond basic research and development (R&D) expenditures. Increasingly, 
corporate strategists are making a more precise distinction between “technology” and “technology management.” 
Technology addresses the application of scientific and engineering knowledge to the solution of problems. Technology 
management, however, has a broader charter as it is the integration of technology throughout the organisation as a 
source of sustainable competitive advantage (Harmon & Davenport, 2007). 
 
2. Background 
 
A study that addresses company performance with the content dimensions of strategic management requires reviewing 
and analysing a large and diverse body of literature. It is impractical to attempt to discuss all of the research applicable to 
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this topic. This section therefore, only reviews the pioneering research deemed most relevant to the present study. The 
number of dimensions used to develop strategy taxonomies and the variables required to describe them, have varied by 
researcher. However, the main thrust of these strategic dimensions is that companies often have a set of strategic goals 
for improved competitiveness, increased market share and to strengthened their strategic position (Dahan & Shoham, 
2014). 

When Miller & Friesen (1977) derived their strategy archetypes in the late 1970s, they gathered data on 31 
variables representing four categories of adaptive behaviour (strategy dimensions). Galbraith & Schendel (1983) 
gathered data on 26 variables using the PIMS (Profit Impact of Market Strategy) database. Snow & Hrebiniak (1980) 
used a 145 item questionnaire to gather data that were subsequently reduced to ten distinctive competence variables and 
one performance ratio prior to analysis. Cool & Schendel (1987) developed fifteen scope and resource commitment 
dimension variables, based on data drawn from a large variety of databases. Fiegenbaum & Thomas (1990) used seven 
scope and resource deployment, and six performance variables. Zahra & Covin (1993) used four dimensions to develop 
five business strategy taxonomies and three dimensions for technology strategy. Dvir et al. (1993) used Miles & Snows’ 
four strategy archetypes and two strategy variables. 
 
2.1 Technology strategy dimensions 
 
Technology policies encompass both the contents of technology strategies and the processes of technology 
management. For this reason, technology strategy is operationalised in this study through the use of six content 
dimensions, which were derived from prior pioneer studies mentioned and used to guide the selection of the following 
twelve strategy variables to measure each dimension. 

Technology posture refers to a company’s propensity to proactively use technology as a competitive weapon and a 
key-positioning factor (Zahra & Covin, 1993). Therefore, the variables used to measure this dimension, relate to a 
company’s propensity to accept technical risk (Rauch et al. 2009) and the extent to which reputation building is a 
conscious goal. Burgelman et al. (1996) and Song et al. (2013), view technological leadership in terms of the relative 
advantage in the command of technological competencies and capabilities, resulting from a commitment to a pioneering 
role in the development of a technology, as opposed to a more passive monitoring role. 

Technology level refers to the sophistication of the technology employed by the company relative to current 
advancements of the particular technology (Maidique & Patch, 1988; Miller, 1988; Clark et al., 1989). It is measured in the 
study in terms of the number of personnel with post-graduate degrees and the sophistication of the company’s research 
tools and facilities. Technology is a human-created resource comprising various components, which enables a company 
to perform its productive activities. The enhancement of a company’s competitive edge in the marketplace can be 
accomplished by increasing the advancement of the technology level added by the company’s operations. This is 
achieved through the enhancement of the degree of sophistication of technology components utilised and the level of 
accumulation of technology capabilities (Sharif, 1997; Shoham & Fiegenbaum, 2002). 

Technology breadth refers to the number of technologies in which the company maintains competence (Dvir et al., 
1993). It is measured in the study in terms of the extent of a company’s in-house technology base and the diversity of 
their research references, i.e. intellectual property position. According to Zahra & Hayton (2008) and (Rauch et al., 2009), 
the breadth of a company’s technology portfolio depends on the company’s technology posture, risk orientation , 
environmental factors, financial resources and the capacity to manage the technology portfolio’s complexity. 

Product development intensity refers to the number and rate of new product introductions (Miller, 1988; Clark et al., 
1989; Dvir et al., 1993; Zahra & Covin, 1993). It is measured in the study in terms of the emphasis on expanding the 
product line and the emphasis on introducing improved versions of existing products. According to Kleinschmidt (1994) 
and Ngamkroeckjoti et al. (2005) new product development (NPD) is critical to the growth and survival of modern 
companies.  

Technology timing refers to a company’s propensity to lead or follow competitors in introducing new products 
(Hung-Chia, 2013; Maidique & Patch, 1988; Miller, 1988). It is measured in terms of the emphasis a company places on 
leading the competition in discovering new technologies, introducing products, employing new technologies, or 
introducing low cost products. A company may pioneer technological change in its industry or follow its competitors’ lead 
(Song et al., 2013). Pioneering and followership represent the two endpoints of a continuum of technological postures, 
with points between these extremes reflecting different follower positions (Kerin et al., 1992).  

Manufacturing and process technology refer to the degree to which new technology is incorporated into the 
company’s manufacturing plants and processes (Zahra & Covin, 1993). It is measured in terms of the emphasis a 
company places on the use of technology to achieve low manufacturing costs or to manufacture unique products and to 
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improve production flexibility or reduce lead-times. Ensminger et al. (2004) points out, that technical success is often 
widely accepted as successful implementation. 
 
2.2 Company performance 
 
Zahra & Hayton (2008) established that the literature on performance is very extensive, but that it shows a lack of 
consensus as to the meaning of the term. Brush & Vanderwerf (1992) point out, that the use of the term “performance” by 
researchers includes many constructs measuring alternative aspects of performance. This is consistent with the finding of 
Murphy et al. (1996) who, after a comprehensive literature review, were able to isolate a total of 71 different measures of 
performance. In spite of this apparent abundance, the vast majority of studies have used financial measures of 
performance (Hansen, 2010).  

The raison d'être for this fixation with financial performance measures, is found partly in the fact that financial 
performance is at the core of the organisational control systems and partly in that it is one of the most easily quantifiable 
measuring instruments. However, this has caused empirical research to rely on a narrow set of accounting measures of 
financial performance, such as return on investment (ROI), return on assets (ROA), or earnings per share (Pandian, et 
al., 2006; Sapienca et al., 1988).  

The innovation management organisation (IMO) is responsible for developing new products and technologies 
(Pérez-Luñoa et al., 2011). Science and technology from the external environment are combined with the company’s in-
house skills, knowledge and competencies to develop new products and technologies. The responsibilities that fall within 
the domain of innovation management encompass research and development (R&D). For this reason, R&D consists of 
those activities and responsibilities ranging from understanding progressive technology to generating ideas to developing 
new products and technologies.  

Understanding the dynamics of the innovation management organisation (IMO) is important to understanding the 
role and impact of strategic leadership of innovation in technology intensive companies. The conceptual definition is, 
therefore, the extent to which the R&D manager or other top manager perceives that the IMO has achieved its desired 
objectives over the last three years. 
 
3. Problem Statement and Research Hypotheses 
 
The main purpose of this study was to investigate technology strategies in widespread use in technology intensive 
industries and to explore their relationship to company performance. Based on the literature review and arguments made, 
this study proposed the following hypotheses: 

H1. Technology Focus has a positive impact on company performance. 
H2. Product Development Intensity has a positive impact on company performance. 
H3. Process Management has a positive impact on company performance. 

 
4. Research Methodology 
 
4.1 Data requirements 
 
Several of the pioneer studies on strategic taxonomies gathered research data in the form of management perceptions of 
their company’s objectives or capabilities relative to some benchmark, e.g. the competition’s objectives or capabilities. 
This is consistent with the method recommended by Galbraith & Schendel (1983) and Panagiotou (2007), and is the 
method employed in the present study. This method also lends itself to answers that can be provided on a normalised 
five point Likert Scale, with “three” valued answers being “neutral” or “at the industry norm”. The technology strategy 
dimensions are the result of a substantial body of prior research and include the key dimensions of technology strategy 
development.  

The dimensions pertaining to this study were derived from those most often cited in the literature and are a 
consolidation of the following studies: Maidique & Patch (1988), Miller (1988), Clark et al., (1989), Dvir et al., (1993) and 
Zahra & Covin (1993). Each dimension measured through the use of two items in the questionnaire. The questionnaire 
items were designed to permit answers on a five-point interval or Likert Scale. Thirty variables were used to gather data 
on fifteen dimensions. A survey questionnaire was developed and tested in a small pilot study in order to assess the 
clarity of the directions and questionnaire items. It was then revised and submitted to five technology strategists to 
confirm its intelligibility and cognitively confirm the validity of the study dimensions and variables as relating to important 
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factors in strategic management of technology. 
• Effectiveness of the IMO – (4 input dependent variables). 
• Performance of the company – (2 output dependent variables). 
The measures selected for this study, demonstrate strong relationships with company performance and had been 

reviewed in the literature section: 
1. Contribution to sales (i.e. right product at the right time). 
2. Efficiency of innovation project management (i.e. project success rate). 
3. Impact of the innovations (e.g. degree of novelty or technical impact). 
4. R&D expenditure (i.e. investment in R&D activities). 
5. Patent information (i.e. output of R&D activities). 
6. Return on assets (i.e. company financial performance). 
Factor analysis was used to reduce the dimensions into identifiable factors. Pearson r-correlation was then used to 

find the strength and direction of the relationships between the factors and the performance dimensions. The 
relationships examined, are those between the independent variables and the effectiveness of the innovation 
management organisation (IMO) and the performance of the company.  
 
4.2 Sample selection 
 
A non-probability, judgment sample of companies listed on the Johannesburg Stock Exchange (JSE) was taken. It was 
decided to use listed companies on the JSE for two primary reasons: (1) Listed companies display a capacity and 
capability (capital and human resources) for R&D activities compared to smaller unlisted companies. (2) Quantifiable data 
(e.g. annual reports) is more readily available for the external stakeholders of listed companies than it is on unlisted 
companies. Based on the abovementioned screening criteria, it was decided to use the Industrial Consumer sector. 

Two hundred companies or divisions were identified and incorporated in the survey after the screening stage. 
Feedback was received from 89 R&D managers of these two hundred companies, stating their willingness to participate 
in the survey. A total of 84 completed responses were received and captured for the study. This translates to a 42 percent 
response rate from the base of 200 originally identified companies. However, compared to the feedback received from 
the 89 respondents, it effectively means, that the filtered response rate equates to 94 percent.  

The non-response portion of the original sample of 200 companies is comprised of 64 companies. An additional 24 
companies have indicated that they are not involved in any type of R&D activities, which automatically excluded them 
from the study. Another 23 companies provided feedback or reasons concerning their non-participation in the survey, 
which ranges from vacant positions in R&D key functions to a lack of interest of these type of research efforts. 
 
5. Analysis of Results 
 
5.1 Factor analysis: technology strategy 
 
An attempt was made to factor analyse the twelve original strategy variables (A1 – A12). However, a negative error 
variance (Heywood case) was encountered with the initial variable set. Heywood cases are a common type of offending 
estimate, which occurs when the estimated error term for an indicator becomes negative. According to Hair et al. (2010), 
the problem is remedied either by deleting the indicator or by constraining the measurement error value to be a small 
positive value. The first alternative is the preferred action prescribed by the authors. Therefore, variables A11 and A12 
were deleted from the current technology strategy factor analysis. These two variables were later re-classified under the 
technology management dimension. The remaining ten strategy variables (A1 – A10) were factor analysed by using the 
principal axis factoring method. Then using the latent root criterion, two factors were extracted on the basis of the scree 
plot. Together they accounted for 70.25 percent of the variation in the data. The factors were rotated by using the 
Varimax rotation method and then used as inputs for the regression and cluster analysis. 

The correlation matrix for the ten strategy variables was reviewed to confirm the existence of a substantial number 
of correlations, which indicates the existence of common factors. All the variables had correlations greater than .22 and 
almost 60 percent of the matrix elements were greater than .50. Bartlett’s test of sphericity confirmed, that the correlation 
matrix was not an identity matrix. The Kaiser-Meyer-Olsen (KMO) measure as sampling adequacy was .778, which Hair 
et al. (2010) characterised as “middling”, indicating that the degree of correlation between unique factors was low. The 
anti-image covariance matrix contained few elements with values greater than 0.9, again confirming the applicability of 
factor analysis. 
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The rotated strategy factor loadings are contained in Table 1. Each survey respondent was asked to report on the 
importance of each of the variables to his or her company relative to major competitors. The heaviest factor loading for 
each variable is formatted in bold font style. 
 
Table 1. Rotated technology strategy factor matrix 
 

Variable Variable Description Factor 1 Factor 2 
A2 Pursuing high-risk, break-through technologies .934 .244 
A1 Striving for dominance in key technologies .898 .180 
A4 Utilising state-of-the-art tools and facilities .807 .347 
A5 Maintaining a broad in-house technology base .684 .288 
A3 Hiring R&D personnel with advanced degrees .620 .457 
A9 Being first to discover new technologies .586 .203 
A6 Utilising diverse technical reference resources .564 .369 

A10 First to introduce low cost or innovative products .550 .153 
A7 Increasing total number of products offered .168 .973 
A8 Continuously improving existing products .361 .735 

 
All of the primary factor loadings used in the factor interpretation exceeded .50 in value. According to Hair et al. (2010), 
factor loadings greater than ±.30 are considered to meet the minimal level; loadings of ±.40 are considered important; 
and if the loadings are ±.50 or greater, they are considered more important.  

Considering the factor loadings, the rotated factors are interpreted below and visually displayed in Figure 1. 
 

 
Figure 1: Rotated technology strategy factor plot 
 

1. Technology Focus – The Eigenvalue of the first factor was 5.643. The technology posture variables (A1-A2), 
technology level variables (A3-A4), technology breadth variables (A5-A6) and the technology timing variables 
(A9-A8) loaded heavily on this factor. Taken together, this pattern of factor loadings clearly reflects the 
aggressiveness of a company’s technology policy. 

2. Product Development Intensity – The Eigenvalue of the second factor was 1.708. The two product 
development variables (A7-A8) both loaded heavily on this factor. The product development intensity variables 
were selected to measure the extent to which a company competes on the basis of frequent new product 
introductions and frequent product upgrades. 

 
5.2 Factor analysis: company performance 
 
The methodology for factor analysing the dependent variables, was similar to that used for the previous sections. The six 
company performance variables (B31 – B36) were factor-analysed by using the principal axis factoring method. Then, 
using the latent root criterion, two factors were extracted on the basis of their Eigenvalues being greater than 1. Together 
they accounted for 75.80 percent of the variation in the data. The factors were rotated by using Varimax rotation method. 
The same number of methods was used to determine the appropriateness of a factor-analytic model for this analysis. 

The correlation matrix for the six company performance variables was reviewed to confirm the existence of a 
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substantial number of correlations, which indicates the existence of common factors. All the variables had correlations 
greater than .16 and more than 40 percent of the matrix elements were greater than .50. Bartlett’s test of sphericity 
confirmed, that the correlation matrix was not an identity matrix. The Kaiser-Meyer-Olsen (KMO) measure as sampling 
adequacy was .791, which Hair et al. (2010) characterised as “middling”. This is also defined as an adequate measure, 
indicating that the degree of correlation between the unique factors was low. The anti-image covariance matrix contained 
no elements with values greater than 0.9, again confirming the applicability of factor analysis. 

Based on the Kaiser criterion of selecting factors with Eigenvalues greater than 1, the number of factors to be 
extracted, were set at two. However, the scree test indicates, that three factors would be retained. In combining these two 
criteria, two factors were eventually retained for further analysis, because of the very low Eigenvalue (.538) for the third 
factor. The Chi-square statistic was 235.832 with 15 degrees of freedom, which is significant at the .000 level. The 
reduced set of variables collectively meets the necessary threshold of sampling adequacy and thus the fundamental 
requirements for factor analysis.  

The final statistics showed, that 75.80 percent of the variance was explained by the two factors. The reproduced 
correlation matrix contained 3 residual values (20 percent) greater than .05, indicating that the model fits the data. As a 
reminder, each respondent was asked to respond to the following questions: 

 
B31.  Approximately what percentage of sales over the last three years was due to new products? 
B32.  Approximately what percentage of innovation projects over the last three years earned a profit? 
B33.  Approximately what percentage of innovations over the last three years could be considered new-to-the-world 

breakthroughs? 
B34.  What is your three-year-average R&D expenditure as a percentage of sales? 
B35.  What is your three-year-average number of patents registered per year? 
B36.  What is your company or division’s three-year-average ROA?  
 
The rotated company performance factor loadings are contained in Table 2. The heaviest factor loading for each 

variable is formatted in bold font style. All of the primary factor loadings used in the factor interpretation, exceeded .50 in 
value.  
 
Table 2. Rotated company performance factor matrix 
 

Variable Variable Description Factor 1 Factor 2 
B32 Efficiency of innovation project management .841 .308 
B33 Impact of the innovations .797 .213 
B31 New product contribution to sales .773 .188 
B34 R&D expenditure .756 .123 
B35 Patents registered .089 .762 
B36 Return on assets .308 .619 

 
1. Input Performance – The conceptual definition for this factor is the extent to which the R&D manager or other 

top manager perceives the innovation management organisation has achieved its desired objectives over the 
last three years. The Eigenvalue of the first factor was 3.167. The four input variables (B31 – B34) loaded 
heavily on this factor. Taken together, this pattern of factor loadings clearly reflects the effectiveness of the 
innovation management organisation (IMO). 

2. Output Performance – This factor represents the performance of the company where (1) patent information 
was used to measure R&D activities and (2) return on assets (ROA) was used to measure company financial 
performance. The Eigenvalue of the second factor was 1.381. The patent’s registered variable (B35) and the 
return on assets variable (B36) loaded heavily on this factor, indicating the degree of fit for this performance 
measure. 

Considering the factor loadings, the rotated factors are interpreted below and visually displayed in Figure 2. 
 



ISSN 2039-2117 (online) 
ISSN 2039-9340 (print) 

        Mediterranean Journal of Social Sciences 
            MCSER Publishing, Rome-Italy 

Vol 5 No 9 
May  2014 

          

 244 

 
Figure 2: Company performance factor plot 
 
5.3 Reliability and validity 
 
The Cronbach alpha computations for the nine extracted factors are shown in Table 3. For the technology focus 
coefficient, alpha is .9159; for the product development intensity it is .8685; for the process management it is .8826, and 
for the input performance it is .8887. These high values indicate a high degree of data stability. 
 
Table 3. Reliability analysis 

Variable Scale mean if
item deleted Scale variance if item deleted Corrected item

total correlation Alpha if item deleted Alpha 

Technology Focus (TF)
A1 24.6190 42.6483 .8570 .8929

.9159 

A2 24.6548 41.9637 .9096 .8878
A3 24.8333 46.6466 .7085 .9062
A4 24.6071 45.0366 .8415 .8955
A5 24.3810 46.7929 .7114 .9060
A6 24.5476 46.9013 .6231 .9138
A9 24.9643 48.9746 .5943 .9149
A10 24.6429 50.1360 .5387 .9187

Product Development Intensity (PDI)
A7 3.7976 1.0790 .7785 - .8685 A8 3.7976 1.5128 .7785 -

Process Management (PM)
A11 3.0476 1.2266 .8108 - .8826 A12 3.2857 1.9415 .8108 -

Input Performance (InP)
B31 6.9405 13.3820 .7446 .8617

.8887 B32 7.1429 13.0637 .8234 .8305
B33 7.6548 13.1685 .7540 .8584
B34 7.8333 15.1044 .7130 .8741

Output Performance (OutP)
B35 21.2381 151.9185 .5015 - .4104 B36 2.4524 11.6724 .5015 -

 
Looking at Table 3, it is evident that the output performance factor coefficient alpha is only .4104. However, the data 
accuracy aspect of reliability can be tested by comparing the test data with external criteria that measure the same 
variable. In this study the self-reported company return on asset variable (B36) was compared with published financial 
data from various sources (I-Net Bridge, company reports, etc.). Sixty-seven of 84 respondents correctly reported the 
return on asset (ROA) category. Fourteen cases exaggerated their ROA by one category and the remaining three cases 
diminished their ROA by one category. Three Chi-square-based measures of association were calculated, i.e. the phi 
coefficient, the coefficient of contingency and Cramer’s V. Their respective values were 1.26, .63 and .78. All were 
significant at the .00000 level (rounded to the fifth decimal place), indicating a strong relation between the reported and 
actual ROA data. These factors point to an acceptably high degree of data reliability. 
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5.4 Multiple regression analysis 
 
To ascertain the relative importance of the factors in explaining the variation in the dependent variables, multiple 
regression analysis was used to analyse the relationship between the dependent variables and independent variables. 
The objective of multiple regression analysis, is to use the independent variables (three factors) whose values are known 
to predict the single dependent values (two performance factors). The Pearson r-correlations were calculated to find the 
strength and direction of the relationships between the factors and the performance dimensions. By using p-values, it was 
possible to distinguish between the levels of significance. From Table 4 the null-hypothesis was rejected (p < 0.05 or p < 
0.01) for all the factor correlations except for the Process Management factor (p > 0.05 or p > 0.01). 
 
Table 4. Correlation matrix 
 

  Technology 
Focus 

Product Development 
Intensity 

Process 
Management 

Input 
Performance 

Output 
Performance 

Technology 
Focus 

Pearson Correlation 1.000 .568** .039 .698** .634** 
Sig. (2-tailed) . .000 .727 .000 .000 
N 84 84 84 84 84 

Product 
Development 
Intensity 

Pearson Correlation .568** 1.000 -.020 .510** .577** 
Sig. (2-tailed) .000 . .853 .000 .000 
N 84 84 84 84 84 

Process 
Management 

Pearson Correlation .039 -.020 1.000 -.195 -.030 
Sig. (2-tailed) .727 .853 . .075 .788 
N 84 84 84 84 84 

Input 
Performance 

Pearson Correlation .698** .510** -.195 1.000 .435** 
Sig. (2-tailed) .000 .000 .075 . .000 
N 84 84 84 84 84 

Output 
Performance 

Pearson Correlation .634** .577** -.030 .435** 1.000 
Sig. (2-tailed) .000 .000 .788 .000 . 
N 84 84 84 84 84 

**. Correlation is significant at the 0.01 level (2-tailed). *.  Correlation is significant at the 0.05 level (2-tailed). 
 
It is apparent from Table 4 that both the Technology Focus and Product Development Intensity factors have a significant 
positive effect on Input and Output Performance which provide support for the first and second hypothesis. Contrary to 
the third hypothesis that Process Management positively affects company performance, this factor has negative 
regression coefficients of -0.195 and -0.030 respectively. The supposition is that companies that make use of technology 
to achieve low manufacturing costs and to improve production flexibility or reduce lead-times, do little to expand 
opportunity horizons or renew the organisational competencies. This leads to the reduction in company resources, which 
creates anxiety that stifles innovation and eliminates R&D initiatives. 
 
6. Recommendations 
 
The Technology Focus factor concerns the role that technology policy plays in the formulation and implementation of 
business strategies. Technology policies encompass both the contents of technology strategies and the processes of 
technology management. This factor comprises technology posture, technology level, technology breadth and technology 
timing. This research indicates that technology policy plays a key role in the formulation and implementation of business 
strategies. It is recommended that companies use technology proactively as a competitive weapon and a key-positioning 
factor.  

The Product Development Intensity factor indicates the extent to which a company competes on the basis of 
frequent new product introductions and frequent product upgrades. It is recommended that companies should expand 
existing product lines and introduce improved versions of existing products to sustain industry leadership. 

Finally, the role of the top manager in technology intensive industries has become much more multidimensional. 
This is recognized by assigning both the Technology Focus (TF) to the top manager and top management team 
functions. It is recommended that the top manager in technology companies be conscientious with encouraging 
researcher empowerment, the vast integration of R&D with the company’s business units and a high level of R&D 
investment.  
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7. Conclusion 
 
The present study makes a contribution to the field of strategic management research by integrating the dimensions of 
several previous studies, to derive a more comprehensive taxonomy of technology strategy archetypes. It also derives a 
broader set of dimensions for use in strategic management research. The results show that strategy choices can 
significantly affect company performance. It thereby indicates which of the underlying dimensions have the strongest 
relationship with company performance. 

From an industry perspective, the greatest significance of these findings may be that they accentuate the 
importance of technology policy in strategic management. The substantial differences in performance associated with the 
dimensions do not necessarily indicate that a given company should choose a particular technology strategy, but rather 
indicates that technology policy decisions may have a substantial leverage on a company’s performance and should be 
analysed and exercised with care and deliberation. 
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